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ABSTRACT

This study proposes a new class of estimators for using two auxiliary variables under classical additive
measurement error a common issue in survey data. While traditional estimators assume error post-
stratified population variance -free auxiliary information, this work explicitly accounts for measurement
error, deriving bias and mean squared error (MSE) up to the first order of approximation. The proposed
estimators incorporate known population parameters (means, coefficients of variation, correlation) and
are evaluated using two benchmark datasets: Murthy (1967) and Kadilar & Cingi (2006). Results in
Tables 1 and 2 shows that ignoring measurement error inflates MSE, leading to overestimation or
underestimation of variance. Efficiency comparisons confirm that existing and proposed estimators
perform poorly under error contamination. The study highlights the critical impact of data quality on
inference and underscores the need for error-corrected estimation methods and robust data collection
practices in survey sampling.

Keywords: Population Variance, Post-Stratified Sampling, Auxiliary Variables, Measurement Error,
Mean Squared Error (MSE), Robust Estimation, Survey Sampling, Efficiency Comparison
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INTRODUCTION

The accurate estimation of population variance is a fundamental task in statistical inference, with wide-ranging
applications in survey sampling, quality control, financial risk assessment, and socio-economic research.
While traditional estimators rely solely on the study variable, substantial efficiency improvements can be
achieved by incorporating auxiliary information—variables that are either highly correlated with the study
variable or readily available at low cost (Cochran, 1977; Singh & Karan, 2021). Over the decades, numerous
ratio, product, and regression-type estimators have been developed to estimate population variance by
leveraging auxiliary variables (Isaki, 1983; Kadilar & Cingi, 2006). These estimators exploit the relationship
between the study variable and one or more auxiliary variables to reduce bias and mean squared error (MSE),
thereby enhancing precision. However, most classical variance estimators assume error-free measurement of
both the study and auxiliary variables. In practice, this assumption is often violated due to data collection
errors, respondent misreporting, instrument inaccuracy, or rounding errors. The presence of measurement error
in auxiliary variables can severely distort the performance of conventional estimators, leading to biased
estimates and inflated MSE (Fuller, 2009; Lohr, 2022). Recent studies have emphasized the importance of
accounting for measurement error in estimation procedures.

For instance, Sahoo & Sahoo (2020) demonstrated that ignoring measurement error structures in auxiliary
variables leads to substantial efficiency loss in ratio-type variance estimators. Similarly, Singh and Karan
(2021) proposed modified ratio estimators under additive measurement error models, showing improved
robustness in the presence of noise. More recently, Khan et al. (2022) introduced a class of exponential-type
variance estimators that incorporate auxiliary information under both multiplicative and additive measurement
error structures. Their simulation and empirical results confirmed that accounting for measurement error
significantly improves estimator performance, particularly in large-scale surveys and administrative data
settings. Further advancements include the use of robust measures, such as the median, deciles mean, and tri-
mean of auxiliary variables, to mitigate the impact of outliers and measurement errors (Riaz et al., 2023).
These non-conventional location measures offer greater resistance to contamination, making them ideal for
real-world data where errors are common. Despite these developments, a gap remains in the literature
regarding the efficient and robust estimation of population variance under realistic measurement error
conditions, especially when auxiliary variables are subject to classical additive error or non-differential
misclassification. This study contributes to the existing body of knowledge by:

» Proposing a new class of improved variance estimators that utilize auxiliary information through
conventional and non-conventional measures (e.g., median, Hodges-Lehmann estimator, and mid-
range).

» Investigating the effect of measurement error in auxiliary variables on the bias and MSE of the
proposed estimators.

» Deriving analytical expressions for bias and mean squared error up to the first order of approximation.

» Conducting simulation studies and empirical applications to compare the performance of the proposed
estimators with existing ones under various error structures.

A large body of literature has focused on developing ratio, product, regression, and exponential-type
estimators for population variance using auxiliary variables (Singh & Karan, 2021; Khan et al., 2022). These
estimators leverage the relationship between the study variable and the auxiliary variable to minimize mean
squared error (MSE) and enhance estimation accuracy. However, the vast majority of these methods assume
that the auxiliary variable is measured without error an assumption that is frequently violated in real-world
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applications. In practice, measurement error is a common issue in data collection, arising from various sources,
including respondent misreporting, instrument inaccuracy, data entry errors, rounding, or proxy reporting
(Fuller, 2009; Buonaccorsi, 2023). When auxiliary variables are contaminated by measurement error,
traditional variance estimators suffer from increased bias and inflated MSE, leading to misleading inferences
and reduced efficiency (Sahoo & Sahoo, 2020; Singh & Karan, 2021). Recent studies have begun to address
this limitation. For instance, Khan et al. (2022) proposed exponential-type variance estimators under additive
and multiplicative measurement error models, demonstrating improved performance over conventional
estimators. Similarly, Riaz et al. (2023) investigated the application of robust location measures (e.g., median,
decile mean, tri-mean) in auxiliary variables to mitigate the effects of outliers and measurement errors,
demonstrating enhanced resilience in contaminated environments.

Considering finite population involving N units, and further divided into L non-coinciding strata with h"

L
stratum consisting of N, units, where 7 =1,2,3....... ,L so that ZN , =N .Let n being the sample size
h=1

drawn from a population by using simple random sampling without replacement scheme such that z n,=n.
h=1

Also it is considered that # is large therefore the possibility of 7, zero is fewer. Furthermore, y,., x,, and

z,; are the observed values of y , x and z variables respectively, on i” unit at the A" stratum.

Let yst ZWhyh ) Xy = ZW xi and z, = ZW z are the stratified sample means of Y = ZW Yi,

h=1 h=1
L L
z and Z Zu , respectively. Also let yh = —Z Vi s X = —thl and
h=1 h=1 h h=l1 h h=1
= 1 1 &
Zn = —Zz ,  are the sample means corresponding to the population means Y= —ZYh ,
ny n=1 h h=1
1 N, N,
N_Z ,; and Zn= VZZ .. respectively to the stratum £, where W, =
=
2 1 3 - 2 1 3 - 2 N -y
Let 57, = Z(yhl. —yh) s Sy = Z(xhi —Xh) and s, = Z(zhi _Zh) are the sample
I’lh _1 i=1 I’lh _1 i=1 I’lh _1 i=1
variances corresponding to the population variance
2 1 all 2 2 1 % <, 2 2 1 % p— 2
Sy, = (Y,“ Yh) , Sy = (Xhi—Xh) and S, =—— (Zh,.—Zh) of y, . x,
N - 1 Nh - 1 i=1 Nh - 1 i=1
: th Syh Sy S : st
and z, inthe A" stratum. Let ¢, ==, ¢, ==" and ¢, ==" be the sample coefficient of variation
Vi Xh Zh
corresponding to population coefficient of variation C , = =2, C,== == x, and z,
Y X Z
. Syxh S Syzh . .
respectively. Let 7, = s By = and 7, = are sample correlation coefficients
S xh S SonSzn
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corresponding to the population correlation coefficient p , = —22— p = Seu and p, =— 7 in
. Syh th Szh th Syh Szh
n, _ _ 1 7, — —
the stratum A . Let s, = Z(J’m —yh)(x,“. —Xh) . Sep = (xhl. —Xh)(Zhi —Zh) and
n, -1 i=1 n, -1 i=1
1 T — —
S = — Z( Vi — yh)(zhl. —Zh) are sample covariances of their respective population covariances
h i=1
1 Ny — J— 1 Ny J— —
S = IZ(Y,”. ~Y3)( X, — X ), S = 1Z(X,”. ~X:)(2,-7s) and
L=l n 1=l
1 Ny _ —
S = N 1 Z(th —Y ) (Z i —ZLn ) among their corresponding subscript in the stratum / .
n o L=l
Let (,, x,, z,) be study and auxiliary variables defined on a finite population U = {U,,U,,.......,U, } of

size N, . Assume that we have given a set of 7, paired observations taken from simple random sampling
procedure multiple characteristics X, , ¥, and z, . It is considered that x, , y, and z, for the j” sampling unit

are recorded instead of true values X, , ¥, and Z, . The measurement errors are defined as
n

. . . . 2
u, = Z(Zh -Z h) are assumed to be stochastic with zero mean and varying variance o,
h=1

* . . . . .
where £ (0'22,7 ) =0’ +0,, . Let the error variance o, associated with z, ~then an unbiased estimator of

u

. . 2 . . A2F 2 2
population variance o, is givenby o, =0, —o,, > 0.

Let
2 2
' 2 Gjh G:h O-Zh
A, =19,C, +2 1+O'_2 , Ay = 72zh+72uho__4+2 1+O__2 > 72yh:ﬂzh(yh)_3 >
yh yh yh
Yau = B (Zh)_3’ Youn = Ban (”h)_3’

(%40 74) u 1 L — — \s -\
l:M , ﬂ' =$, urs = y[—Yh -xi_Xh Z[_Zh .
" o-xho-;h o ;(J?)hu;é(z)hu(t)i)zzh " N, _1;< ! ) ( ' ) ( ' )

k —M h k — — r _
ﬂZh( h)— . where k, =x,,,.z,,u, (k,)=E (K, —u,) wherek, =x,,y,.z,.
Uy, (kh)
EXISTING ESTIMATORS
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Masood and Shabbir (2015) introduced a class of ratio-type estimators for the finite population variance of the
post-stratified sample mean by leveraging information from two auxiliary variables. Their proposed estimators
demonstrated improved efficiency over conventional methods under stratified random sampling, particularly
when the auxiliary variables exhibited high correlation with the study variable. However, their methodology
assumed error-free measurement of auxiliary variables—a condition often violated in practice due to
measurement error, non-response, or data contamination. More recent studies have addressed these limitations
by incorporating robust auxiliary measures (e.g., median, decile mean) and explicitly modeling measurement
error structures (Riaz et al., 2023; Khan et al., 2022). The estimators are given below,

Estimator of &>, when th and Zn are known,

pst

) L2
Gy = z_hs}zzh,lrah () (1)
=1 T,

- 5 z . . .
where sih,,r = O';h + Boron (th - th), u, = E_h and also a, (.) is the function of u, thatis a, (1) =1.
h

The Bias (612,1 ) to the first order of approximation is given as,

2

Blas( ) Z—S [ (1){/1201,, - (A = )Z(mh} C,+ a, (1 ) € —L (2 ) The MSE(&,ZJI) )

(/1040h ) 2

to the first order of approximation, for the optimum value of

Ayron — 1
a, (1) = _LSih {/120”1 - E;L—I;%M} , the resulting minimum MSE (612,1 ) , 1s given by
0404

zh

. W, (osor =1 [ 2gas (s = 1) ’
MSE ) 02 h S4 2{ _1 _ 220h _ 0211 2204 _ /1 3
- ( Pl) hz; nh ( o ) (1040}1 - 1) (/1040/1 - 1) o ( )

. 2 2 2
Estimator of ©,,, when S., and S, are known

o =W,
Oo1 = ; " 8Dy (Vh) (4)
=1 Iy

2
s
Where v, = SZZ}' and b, (.) is the function of v, such that b, (1) = 1.

zh

The Bias( o ) to the first order of approximation is given as,
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Bzas( )Eiﬁ‘s l: ( Ao = )_M(ﬂozzh _1)]+bh2 (/1004;—_1)} (5) The MSE(O%I) ’

=, (/1040h - 1)
to the first order of approximation, for the optimum value of
1 (ﬂzzozq ) }
b (1) = =3 (A 2
" ( ) (ﬂ'o04h - 1) {( > ) (2'04011 - 1) ( o )

The MSE (&él) _is given by,
min

MSE ( )EiW_’fS4 (ﬂ, _1)_(/1220h_1)2_ 1 { (22 _1)
i =l n: " oo (/104oh - 1) (2004/, - 1) 02h

_M(%m - 1)}2] (6)

(/1040}, - 1)

. 2 2
Estimator of ©,,, when S, and p_, are known,

2
O-Rl yh lr (7)

L
=1 nh

Where 7, = T and d » (1) is the function of 7, such that d, (1) =1. The Bias (6‘12?1) to the first order of
pxzh

approximation is given as,

Bias (63,) = ZZV_hS Hdhl (1)&(% 1)+ %H(ﬂ”’ 1) 2 (i)
e et R L )
+ (i——l] _5(%_@ 41 21 dz—(l){;_
(o _1)+i(xoo4h 4){%_1}_[%_1}%(%4% 1)
A
=) ®
The MSE (6%, )to the first order of approximation is, for the optimum value of d, (1) =~ “ where

h2
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d:; = 1022}1 (%40}; + %04}: + 22022};) 03lh 101311
xzh pxzh pxzh
ok 1 - 1
dh3 = j;:: _E(ﬂzzoh + ﬂzozh ) + Ezzz — 1; (ﬂ;:: _5(1040}, + ﬂ'ozzh )]

h=1 Ty (’104011 _1)

L 4 /1 -1 2 d** :
MSEmm ( ) = Z 3 yh { 400 h 1)_ ( - ) (dii) } (9)
h2

, 2 2
Estimator of O pots when S, and C_, are known,

W2
GSI Z yh lr (10)

h=1 I’lh

where k, = So and /, () is the function of k, such that f, (1) =1

zh

The Bias( 5 ;1 ) to the first order of approximation is given as,

Blas( ) = Z {fhl (U{C ? /‘Lzmhczh +—= (ﬂ‘zozh )_ %iooshczh

h=1 1

g(ﬂm - 1)} + fon (1)%{ Ao Coy — %(ﬂm - 1)}

1 1 1
+fhz (1){5Czh2 _Eﬂ“OOShCzh +§(ﬂ“004h _1)}:| (1 1)
A2 o . . o _ h*; .
The MSE (USI) to the first order of approximation is, for the optimum value of f,, (1) =-—==_ given,
2

where,

(222011 B 1)
(2'04011 - 1)

fhz - ( 004h 1) + 4szh - 4Czhﬂ“003h fh*; = (ﬂzoyg - 1) - 2Czh//l’201h - (}“022/1 —-1- 2lozlhczh )

The MSE (&2 ) is given by,

min

*k3k 2

A (T, 1) (/)
MSE (62 =N gt (g — 1) 22 - 12
(O'sl)mm ;”3;1 yh ( 400h ) (/104011_1) fhz ( )
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. 2 2 T~ 2
Estimator of o, when S Zn, S, and p_, are known,

2

L W 1

E: yhlrgh uh’V}ﬂTh) ( 3)

n=1 My,

; 5] 7
2 _ a2 A 2 A2 _ Zh _ Pz _ Vo p
Where o, =6, + B, (axh —O'xh) , u, == v, = 0 T, = and g, (u,.v,,7,) is the
h zh

xzh

function of (u,,v,,7, ) suchthat g, (1,1,1)=1.

The Bias (6‘%1 ) to the first order of approximation is given as,

2

. Aon — 1
Bias (0-72'1) = z 2h [ghl 1 l’l)czh (lzom - %ﬂozlh] + 8 (1,1,1)

L
h=1 1y (/1040/, -
Aoy — 1 3
X [(lzozh - 1) - %(%nh -1 )] + 83 (1: L1 ) (g (1040;1 + 1004,, )j
040h

——(1220,1—},202,1)+Z,1022h 4 Zouin _5(2031}: 2013;,) ( 220h )

Pz Pz (1040}1 -1 )
1 Aoain 1 1
x 5(’1040;1 +/1022h)_— Eni (1 1,1 )2Czh + 8m Q,l,l )5(/1004 i1 )

xzh

1 1 I
+ &3 (1, 1, 1) (g(ﬂmoh + Ao ) + 5 %222}1 + Zﬂozzh P ( pO:: fg:: ]]

\S]

xzh

xzh

A 1
T8hi2 (1’ l,l)C Aoosn +8us (131 > 1)(Czh [M_ _(ﬂ’OZIh + Aoz 1 )]J

p xzh 2

A 1
+ 83 (1, 11 ) [M_ 5(1004;1 + Aogan )j} (14)

p xzh

The MSE (6‘%1 ) to the first order of approximation is given , where

1) _ (/1220;. ~ 1) w1

sk A« 1
8ho = (}“40011 - (/1 _ 1) ’ s = Z(%Mm + Aooan = 2 Aoz ) + - (2'031;1 + Aot ) ’
0404 xzh xzh
sk 2/ 1 sk i 1
8na = ,00:: _E(A‘OZM +}“003h)9 8ns = ,00:: _5(}“02211 +}“004h)’
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o - (@ e iﬂm], gz’;{(@m—) e CE )j,

" :m_l (ﬂ'zzo;. )( oin 1 1 }
s Pz 2(/1220h+2202h) (Zoson =D\ Py 2(%40h+ o) |

For the optimum values of

g, (LL1)
(oo = 1) (21280 = &r3&re )+ Ao (81817 — 81w ) + &re &re — &ri&re&in

EE I

C, {gh3 (1 + Agos = Ao ) + 8 (/1004;. - l) + 85 2ﬂoo3hgh4ghs}

g (1,1,1)

ok ok sk ek ok

g;4 gh7 + gthhS + Aogsi (gthh6 gZZgZZ)_gh4gh5gh6 — 8387
{gm (1 + /100311 — Aooan ) + g;iz (%O4h - 1) + ghS 21003hg22g;}

21 (1,1,1)

ghS (1 + Zoosn ~ Aooan ) + 21&r6 A T+ €158 — Hoos (gZZ-gZZ - gZZgZ?)

ok ok

{gh3 (1 + Aosn = Aooss ) + 2 (%04}1 - ) +g,5 2%o3hgh4gh5}

MSE,,, (67,)= Y.~ Wi 1)—M—Q (15)
min — n3h 400h (104% _ 1) h

Where,

Lis (1 SR )"‘ e (2004/; - )(2822822 e )"’ 20007 4,
() P

g:; (1 + /1020311 ﬂoo4h)+gh4 (/1004;, - )+gh5 — 22003181485

Q,=

sk ek skk sk ek ek

Vi = 8n38n68n7 ~ 8na8ns8n1 ~ Ens8n68s
sok ) ok ) sk sk sk ok ) sk sk kk *k
Ay =8 (gh4 - gh3) + &is {ghs 8 — 28 (gh4gh6 &g )}
In Section 3, we disscused the conditions when measurement error is present in

(O_xh’ Zh) ( s O'ZZI:): (O-jhﬂ pxzh)’ (O-jh’ C:h) and( Oh> Zh Sons pxzh) are
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known. In Sections 4 and 5, efficiency comparison and results are given. In Section 6, we have concluded the
results.

PROPOSED FAMILIES OF ESTIMATORS

We discussed following families of estimators as

p—

Estimator of o, o » When ol w and Zy are known

In this study, we introduce a new class of estimators for the population variance under post-stratified sampling,
leveraging auxiliary information in the presence of measurement error. By incorporating known population
characteristics of the auxiliary variable such as its coefficient of variation (CV), coefficient of kurtosis, and
mean we derive bias and mean squared error (MSE) expressions and demonstrate the superiority of the
proposed estimators over conventional approaches. We propose a family of estimators for post-stratified

. . * . . . oqe .
population variance o, using information of auxiliary variables under the effect of measurement error, when

pst

—

error is present in Z by using known o2, and Z, as,

L W*

/\2* h ;\2 *

Op = O ir (uh ) (16)
h=1 I’lh

—_—k

A ~ o ~ * Zh . . * .
Where 67, =67, + P, (O'fh -6, ) , U, = ? and also a, (.) is the function of u, thatis a, (1)=1.1It
h

also satisfies the regularity conditions as mentioned by Srivastava (1971), Singh and Karpe (2008) and
Masood and Shabbir (2015).

L 2 _«
=hz_]:p}? [ +ﬂ220h( o &ih)]ah(%j (17)

h

The Bias (6‘12;; ) to first order of approximation, is given by

o Lw? o, -1 1.
Bias (0'12)1 ) = _O' v | Ant ( ) Cotioon = ( ) (2220]1 ) Codonin + (1)_Azh
=n’ (104011 _1) 2

(18)

The MSE (6‘?,?) to the first order of approximation, is given by

/|
+2{ﬂ’201h _%ﬂ“ozlh} (19)
0404
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For  the  optimum  value a, (1) =- L {Czh/1201h - M C. A, } ’ the
4, (2’040h - )

MSE (&2* )mm is given by,

2
AT LA -1) 1 1
MSE(G;I )min = P 1n_h3)o-;h (/1400}1 _1)_%_14—,{220”1 —Mﬂ }
- 040h "

The following estimators also belong to above class of estimators which gives the same results as

2
- 1

A D W 2% %
Opy = O ir 1+ah (“h _1)] 5 Z yhlrI: (1 ah)uh :|a

h=1 I’lh

L 2
AR VI/h 2% _(1_ ) 2*+ « 1 A Q¥ 1+ _ *
Opy = O i a, )u, rau, | , Ops = yh I ah) au, |,

=1 Ny B

.
A Dk L W2 * u Ak W2 1% *
67 =D 0, u 6=> ~o% lau" +(-a)u
P6 yhIr * > P7 yh Ir hh h7%h |
= n, 1+(1+ah)(uh —1) = n,
L W2 B *
u

2% hoo i
Ops :Z Oy ir 1 > ) Z — O lr|:2 ;' :'a

o, _( —ah)uh+ah

2 L 2 (11—

A% W n 1_ * A 0k —ZVVh 0% uh(l ah)+ah
Opip = i Oyhlr a, ( ah)uh > Opi = " O i (1 g )+a K

=1 Ty, h=1 Tt % B

ay
L 1+, (u; - 1)

,\2* z 2% ,\2*
Opi2 — Oy * > Opi3 2 - yh Ir I: ]
P 1+, (uh - l)

(where 7, and 7, are constants)

2 2%
Estimator of . o.,and o, are known

pst ?

We proposed a family of estimators for post-stratified population variance 0';:, under the effect of

. . * 2% . 2 2%
measurement error when error is present in Z, and o, by using known o, and o, as,

Z =65k () (21)

h
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2*

« O .
where v, = —Zzh and b, (.) is the function of v, such that b, (1) = 1. It satisfies all the regularity conditions
zh

mentioned by Srivastava (1971), Singh and Karpe (2008) and Masood and Shabbir (2015).

A D¥

L 2 R
o5 =S 68 - 3]0 S ()

zh

The Bias ( ) to first order of approximation, is given by

Bias( ) hzi: ]%, [ {(ﬂmh )_(izzo;, )( o — )}+bh2(l)2l/lzh}

(104011 - )
(23)

The MSE (6‘5 ) to the first order of approximation, is given by

MSE(53,)= Z [ R Th) S )

h=1 (}“04011 - 1)

+ _ (//1720}: )
2[%(1)(%% - Goun )(zm )ﬂ (24)

-1
For the optimum value of b, (1) = _%{(%ozh -1) —Ej:zzo—h_lg(ﬂom - 1)}
2 040%

A D . .
The MSE (o‘Q1 )min is given by,

o L 1
MSE . (Gél) = Z }3’ { o 1) (ﬂzzo;, ) b
n,

h=1 (%40h ) Azh
) 2
{(ﬂzozh _1)_ﬁ(%22h _1)} } (25)
The following estimators belong to above class of estimators which give the same results as
A Dk VV2 * -1 A Dk W2 *
éz=z sz/hlr[1+b ( ):| ) 53 Z ;hlr[b + 1 b) :I,
h=1 T, h=1 1y

o W 1 &
O'Q4=Zn—0'yh,r[(l b)vh +bvh] ,

L
h=1 My, h=1 Ny

o, [ (1+8,) =By, |,
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6-2* _ i I/I/hz O_z* | VZ 0"_2* _ i W;zz 0% I:b v_l* n (1 _ b )v*}
oo =1 Ny el 1+ (1 + bh ) (VZ — 1) i o7 —'n, yhir [ Zh"h AT
L W2 B V* L W2 *
n D% h 2% i gt f . )
(o) = O - . O = —0 " 2 -y h
08 ; n, yhIr I (1 _ bh)Vh 4 bh 09 “p yh,l ': h ]
L W2 L Wz V*(l—b )+b
i h 2% * A DK i o ) A ;
(o) = —a0 Z) 4‘ 1 - Z) \% 5 O = o) - ,
e =1 1y el I: ¢ ( h ) h] on =1 Ny o (1 - b;, ) + thh
2 1 ( * 1) by 5
A% L W N +m7 \v, — s L W . .
I N el | A
P 1+, (vh — 1) =

(where 7, and 7, are constants)

2%

2 *
0 When 0, and p . are known.

Estimator of o

We proposed a family of estimators for post-stratified population variance 0;; under the effect of

h i in Z by using kn 2 and p
measurement error when error 18 present in Z, by using knowno,, and p_, as

&2*—2%2 d, () (26)
RI —h:] n, v r%n\ “n

Where 7, = Lah o and g , (1) is the function of 7, such that d, (1)=1 . It satisfies all the regularity

xzh

conditions mentioned by Srivastava (1971), Singh and Karpe (2008) and Masood and Shabbir (2015).

V[ B~ 2] 25 (27)

L
i
h=1 I’lh

Op =

The Bias (&12; ) to first order of approximation, is given by

* W 2 20 — 1
Bias (62) = ;V:_gayh Hdh (1)[_“2_2)+§(%40h -1) —%(ﬂmh 1)

_l(ﬁ_ 1}{@_ 1}_ I_(M_ 1j+ 1_(/1 1)
022h
2 pxzh pxzh 2 pxzh 4
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1j+iAzh _(1013}; _lj
pxzh

(28)

3 d,|(1 z
+§Azh +{%(5(1022h _1)_(&_

Pz
s 1 _
{221 it )]

The MSE (6';?) to the first order of approximation, is given by

{ 4004 1)_
d _ﬂmzh

h2 (}“04011 +4 zh +ﬂ“022h)_M_

xzh xzh

dyy = ~ 2o l(ﬂ'zzoh +ﬂ.202h)+ (1220]1 _1))(%3”1 _%(%40h * A )J

(/1’220}1 _1)2

MSE
( (/1040;1 - 1)

D=3

hlnh

2
+d;(1)d), +2d,, (UCCZZ}

(29)
Where

/1013h
pxzh

Pz 2 2(%4% -1 Pz
| d;
Now for the optimum value of d, (1) = o
n2

The MSE . (6‘,2;;) is given by,

4 _ 2 d** 2
MSE,, (67,)= Ka ) (i =1) —( ’fj) (30)
=1 nh (/1040h _1) dhz

The following estimators belong to above class of estimators which give the same results as

L 2 _ L 2
Y L
=1 "p

hlnh

2
-1 W
A2* _ *2 * ;\2* _ 2* *
Z yh1r|: h)Th +dhz-h] > Ops = . Oyhlrl:(1+d) thh:ID
n=1 My
L W2 0 * L 2
* * T W * * *
A2 h 2 h 2 -1
Ore = Z O s * > Z — Oy I:thh + (1 o dh )Th]’
= n, ] +(1+dh)(rh —1) o
L 1372 B * 2
6‘2* _ z VVh 0_2* Th 6‘2* W 2% |:2 _ Z'*dh ]
R8 T yh,Ir * R9 C yh,lr h >
1-d d
h=t M _( w)Th T4 =1 1,
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A D VV2 2% * X L VV2 * T*(l_d )+d
O R X e
L 1 ( * 1) dh L
A DK 2% + 7[1 z—h - A DK 2% *d,
12m hZ: yhlr m ) 12213 hZ:: h 1,': d :I

(where 7z, and 7, are constants)

.
Estimator of c~.,, when th and C_, are known

pst?>

We proposed a family of estimators for post-stratified population variance crf; under the effect of

. * * . 2 ®
measurement error, when error present in Z, and C, by using known o, and C_, as:

2
=35 r (k) (31)

hlnh

3k

Where k, = Can and .) is the function of k. such that 1) =1 . It also satisfies the regulari
e h h h gularity
zh

conditions as mentioned by Srivastava (1971), Singh and Karpe (2008) and Masood and Shabir (2015).

| (32)

A2*

-3 (- ﬂﬂ[

The Bias (&;T) to the first order of approximation, is given by,

1

A D% L 2 ﬂv _1 '
Bias ((7;1 ) = z_haih S (1) {(_Czh/lzmh - Mczhﬂ“wl ] + 4,
h=1 (1040}, - 1)

h

1 1 A -1 1
+E(ﬂzzoh - 1)_ 5(’1022}1 - 1)%_ ZAzh}
[,
+@{Azh +%Azh —/1003hczh}] (33)

The MSE (6‘51‘ ) to the first order of approximation, is given by

MSE(&;T) hanh fh(){( 4004 1)_((};20}1711))4‘fh*;+2f;;} (34)
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where,

(/1220;1 — 1)

ﬁ,*; = Azh + 4A;h - 4Czhﬂ’003h ﬁa*; = (ﬂYOZh - 1) - 2Czh)'201h - {(/1022h - 1) - 2/1021hczh}

(/1040h o 1)
Now for the optimum value of ()= j}i ,
n2

The MSE (62 *) is given by,

min

sk 2

e W (s 1) (/1)
MSE__ (62 Tngt (A 1) = \220m _ 35
((751) ;”311 yh (400h ) (/1040;,_1) fh*; ( )

The following estimators belong to above class of estimators which give the same results as

R IRV )| N R v A AL
& =YW (- )k + kT 6= in s [0+ £) -7k
&§Z=§VZG§,#:(1_]§1]§%% o Z y,,lr[z k],

o W . e e W 1-fi)+ /1,
O-él() :Z nh C)Z/h,lr[f;l +(1_f;1)kh]’ ;ll Z : yhlr|: ( h) h:|9
h=1 h

h=1 1y, 1- fh)+fh h
LW | Lt (6 -1)]" e W
— h
Os1y Z — O : > O3 _Z O i I:kh ]
e 1+, (kh —1) =1 1y,

(where 7, and 7, are constants)

—
. A Q% 2% *
Estimator of G, , when Zi ,0, and p_, areknown

We proposed a family of estimators for post-stratified population variance 0'123; under the effect of

pid

—k
. . * 2% . 2 *
measurement error, when error is present in Z, and o, by using known o, , Z», o,, and p_, as
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Az* L
Z yh & (uh ’Vh’ Ty ) (36)
PE

.
~ r
2 _ ) 2 ) _ xzh * * * . . * * *
Where o, . =6, + B (th - th), 7, =—%- and g, (uh ,Vh,Z'h) is the function of(uh ,Vh,Z'h) such
xzh

that g, (1,1,1) =1. It also satisfies the regularity conditions as mentioned by Srivastava (1971), Singh and
Karpe (2008) and Masood and Shabbir (2015).

) ) —* 2% *
Vils sj(on 6 >}gh[; —] o)

L
h=1 nh h O-zh pxzh

The Bias (&fi ) to the first order of approximation, is given by,

BiaS( ) = iﬁ[gm 1 1, 1 chh[ ﬂ'zmh (/1220}‘ ) A‘OZlh}

h=1 nlf (/1040h 1)

+8, (Llal)[(ﬂzozh - ) Ejzzz ;(ﬂozzh - 1)]

+8i3 (151’1)(5(%40}1 Ay, ) (/1220}1 +2202h) 1 Aoian

ﬂ'z”h _l ’103111 /101311 (1220;,_ )
’ Pz 2[:0);2}, " pxzhj (%40;: )( (/1040}1 %22}1)

y) A' A
oo st

1 1 1
8 (1’1’1)(5(%401« + A, )+ Zﬂozzh + 5—;§2h
xzh

1( A A
__[L”q_ 0””} 2y (LL1)C., Ay,

2 pxzh pxzh
A
+8u13 (lalbl)czh (%_ _(/102111 + Aoosn )j
xzh
Apan 1

+2, (l,l,l)( -~ E(AZ” + Ao )j (38)

xzh
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The MSE (6‘?‘;) to the first order of approximation, is given by

MSE( ) Z [gho + Ch & (1 1 1) + 4,8 (19 191)2 + 83 (1’1’1)2 g;f_i,

h

+2g, (LL1)C, g, +2g,, (L11)g,; +2g,; (1,1,1) g

+2g5 (15 171)gh2 (19171)Czh/1003h +2g, (l,l,l)gh3 (191’1) Czhg;jl

+2g,, (l,l,l)gh3 (l,l,l)g,:} (39)
Where,
wx /12 _1 ’ sk 1 /1 l
Eho = (’7’400h - 1) B %’ 8ns = 2(1040/, + Ay =2, ) + O?h - p_(lom + Aot ) >
0404 xzh xzh
w A 1 w A 1
8ha = ﬁ_z(ﬂozm "‘100311): 8ns = ﬁ_g(%zzh + Azh)’
4 Aoy —1
gh6 (ﬂ-zmh 2/1042;22 ;%2111 » 81 = (204()}1 - 1) _%u«mh - 1) >

. ! % :
i ) G2 g )

By elimination method

g (1,1,1)

ok ok ok

A, (2780 — €18 ) + Aooss (813810 — &1s&re ) + &rs Cre — Lo
C. {g; (1 + Ao = Ay ) + Qi Ay + G5 2/1003hg;zg;}

2 (1,1,1)

sk sk

858+ 8iss + oo (818s — 8rs8is ) ~ 81s&isBrs ~ Enalr
{gh3 (1 + Agosn = Ay ) + Gt Ay + Zhs 2%03hg22g;;}

21 (1,1,1)

gh8 (1 + Ao = Ay ) + 2486 + L1587 — oo (g;:;g;z - g:zg;)

sk ok

{gh3 (1 + Ao = A ) + Qi At s 2ioo3hgh4gh5}
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Now for the optimum value of the MSE (6?: )mm is given by,

AD ¥ L W4 _1 ? %
MSEmin (0_%1 )5 z 3h O;h ()“40011 _1)_(1220}1 ) _Qh (40)
h=1 1y (1040}1 _1)
Where,

3 L (1"‘10203;: —4, )+g:;Azh (2g22g;; ~ €13&ns )+ 22005 % +4

sk ek

2 (1 + oosn = Auy )+g::12Azh + 8% ~ 20 €l s

sk Kk * ko kk o kk

Vi = €138r68n7 — 8rars&nr — &ns&ho&ns

A= (& —an)+ g len g — 20 (2ngrs + g )

The following estimator belong to above class of estimator which give the same result as

Or, = Oy \ Up Vi 7

e L Vth - ( *>ghl(1,1,1)( *)ghz(l,l,l)( *)gh3(1,1,1) .

h=1 I’Zh
EFFICIENCY COMPARISON

We compare the MSE of proposed estimators with existing estimators as

i. By (3) and (20)
MSE,, (63,) - MSE,, (62)

~w) 1
=> o L—,—l} >0. (41)

h zh

ii. By (6) and (25)
MSE (6;,) — MSE(6,,)

N PRI (@)

iii. By (9) and (30)
MSE (64,) — MSE(63))

ok 2
L W4 d
3 ) ()
h=1 My d,
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iv. By (12) and (35)
MSE (63,) — MSE(63))
)2
_ S Wh4 4 (f“)
- hzzl: n3h i fh*z*
v. By (15) and (40)
MSE (67,) - MSE(67))

>0 (44)

LW,
= ;nTayh [Q,] >0. (45)
= h

DATA DESCRIPTION

Data Set 1

The empirical analysis is based on a widely used benchmark dataset originally introduced by Murthy (1967),
which comprises information on output (y), labor input (X, representing the number of workers), and fixed
capital (z) for a sample of 80 factories. The population is divided into four strata based on size and sectoral
classification, allowing for post-stratified estimation techniques. While the data originates from a historical
source, it has been extensively reused in contemporary methodological studies due to its real-world structure,
variability, and suitability for evaluating estimator performance under complex sampling designs (Singh &
Karan, 2021; Khan et al., 2022; Riaz et al., 2023).

All the details, see Appendix B.

Table 1 : MSE of proposed and existing class of estimators

Estimators MSE MSE(with measurement error) Absolute difference
6 11298865 15957810 4658944
&é’; 10856985 12755722 1898737
(5-12?’; 19763629 19740598 23031
5—;‘ 15305362 18675694 3370331
g‘;’l“ 23317330 24388888 1071559
Data Set 2

Source: Kadilar and Cingi (2006): Let y = the level of apple production (1 unit = 100 tons), x = the

number of apple trees in 1999 and z = the number of apple trees in 1998 (lunit = 100 trees) of 106
villages in the Marmarian Region and in 854 villages consisting of 6 strata, respectively (as 1: Marmarian,
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2: Agean, 3: Mediterranean, 4: Central Anatolia,5: Black Sea, 6: East and Southeast Anatolia). . For
details, see Appendix B.

Table 2: MSE of proposed and suggested class of estimators

67, 340844.03 x 10° 355583.65x10° 14739.62 x10°

S, 355520.40x10° 355557.80x10° 37.3822x10°

o 351518.71x10° 359786.88 x10° 8268.17x10°

S5, 303846.3258 x10° 355499.62 x10° 51653.29x10°

67, 275264.76 x10° 322492.78 x10° 4722803 x10°
CONCLUSION

This study investigates the estimation of post-stratified population variance using two auxiliary variables
under the realistic condition that one or more of these variables are subject to measurement error—a common
yet often overlooked issue in survey practice. Contrary to the traditional assumption of error-free auxiliary
data, real-world datasets—especially in economic, social, and industrial surveys—are frequently contaminated
by non-sampling errors, including respondent misreporting, instrument inaccuracy, data entry mistakes, and
proxy reporting (Fuller, 2009; Buonaccorsi, 2023; Lohr, 2022).

Our findings reveal that ignoring measurement error leads to biased and misleading inferences, even when
using otherwise efficient estimator families. While existing classes of post-stratified variance estimators
perform well under idealized conditions (i.e., no measurement error), their performance deteriorates
significantly in the presence of data inaccuracies. The proposed family of estimators, although theoretically
sound under classical assumptions, exhibits inflated mean squared error (MSE) when applied to error-
contaminated auxiliary variables, resulting in overestimation or underestimation of the actual population
variance.

As demonstrated in Tables 1 and 2, the magnitude and direction of bias depend on the nature and structure of
the measurement error. In some cases, the MSE increases substantially, indicating overestimation of
variability. In contrast, in others, the error suppresses variance estimates, resulting in underestimation, which
compromises the reliability of statistical conclusions. The absolute differences in MSE between models with
and without measurement error serve as a quantitative indicator of the distortion introduced by contamination
of the auxiliary variable.

Furthermore, the efficiency comparison of estimators (from equations 41 to 48) confirms that all proposed
estimators suffer a loss in efficiency under measurement error, with larger MSE values compared to their

https://academia.edu.pk/ [IDOI: 10.63056/ACAD.004.03.0532| Page 2417



https://academia.edu.pk/

ACADEMIA International Journal for Social Sciences
Volume 4, Issue 3, 2025 ISSN-L (Online): 3006-6638

error-free counterparts. This highlights the sensitivity of variance estimation to data quality and raises
concerns about the robustness of conventional estimation strategies in practical settings.

These results align with recent studies emphasizing the critical impact of measurement error on inferential
accuracy. For instance, Singh and Karan (2021) highlight that even minor errors in auxiliary variables can
significantly bias variance estimators. Similarly, Khan et al. (2022) and Riaz et al. (2023) demonstrate that
failure to account for measurement error leads to invalid confidence intervals and inefficient resource
allocation in survey design.

The findings underscore the importance of implementing rigorous data collection protocols, robust validation
mechanisms, and training field staff to minimize measurement errors. Future research should incorporate
error-in-variables models into variance estimation frameworks, using instrumental variables or corrected score
methods (Carroll et al., 2023). Incorporating robust measures (e.g., median, decile mean) of auxiliary variables
can reduce sensitivity to outliers and measurement noise (Riaz et al., 2023). Researchers should disclose
potential sources of measurement error and conduct sensitivity analyses to assess their impact on results.
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Appendix A
Let zi=Zi(l+e,) , o=0%(l+e,) , o) =0,(l+ey) ., o, =0,(1+e,) .,
0., =0.,(1+e,) suchthat E(e,)=0 for i=0,1,2,3,457.

1 1 . Agsoy — 1 1
E(ezzh) = _(/140011 - l)a E(eszh) =—4, ., E(ejh) = M ) E(eszh) =—A4,,

n, n, n, n,

1(4 1 (Ao = 1) 1
E(egh):_(%_ll ’ E(ezh€3h) :_Czh/lzow E(ezhe4h): = ’ E(eZheSh) :_(/1202;1 _1)’
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Appendix B: Descriptive Statistics
Population 1

N, =20 N, =31 N, =13 N, =16
n =11 n, =18 n, =8 n, =38
v, =3006.55 Y =4687.226 Y3 =6496.231 Yna =7795.3
X =65.901 X2 =141.903 X3 =392.385 X =749.501
Zm =358.2 Zin =713 Zn3 =1509.54 Zna =2577.47

S}y =572819.2
S2, =129.358

Ay = 3455
s =1.550
Aogs; = 2451
Ay =1.489

S, =432925.6

S2,, =1909.357
Ao = 1.564
Aour = 3.087
Ao =2.382
Aoy =1.733

S =162104.7
S, =5349.256
Aoos =1.985
Apues = 1.492
Aoz =1.732
Aoz =1.560

3y = 426528.6

S2,, =30437.33
Ao =2.346
Aouos=1.908
Agous =2.739
Apoa =2.046
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Ay =2.589 Aoyy =1.596 Aoy = 1.819 Ay =2.408
Ay =1.490 Ay =1.90 Aoy =1.435 Aorpa=2.092
Aoy =—0.140 Aory = 0.394 Aopys = —0.392 Dy, =0.461
Ay =—0.385 Ayyyy = 0.237 Ayyps =—0.512 Ny12,=0.462
Ay =—1.884 Ao, =1.453 Ay =1.642 A1 =2.176
Ay, = —0.071 o =—0.069 A3 =—0.743 A1, =0.662
Az =1.388 Az1r =2.002 Az1s = 1.405 J314=1.930
Ay =1.822 Aoz, =2.038 Aoy = 1.541 Aoz =2.361

0 = —0.728 Ayzy = 0.122 Ayss = —0.639 Ayss =0.432
A, =2.009423 A, =0.084583 A, =0.880598 A,=2.039794
A, =2.262151 A, =0.506876 A, =3.808552 A= 4.422096

Population 2

N, =106 N, =106 N, =94
N, =171 N, =204 N, =173
nl:18 ”l2=18 I’l3=15
n, =28 ng =33 n, =33
Y1 =1536.773 Y2 =2212.594 Y3 =9384.309
Y4 =5588.012 Ys = 966.956 Ye = 404.399
X1 =24375.594 X, =27421.698 X5 =72409.947

X4 =74364.678
7, =24711.811
Z4 =73191.199

S?, = 41281745.739
S, = 820445636.470

S? =2419565834.986

https://academia.edu.pk/

Xs =26441.716
7> = 26840.038

7Zs = 26833.750

§?, =133437790.643
S2, =5710998.614

S?, =3301722268.346
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X6 =9843.827
75 = 72723755
Z6 =9903.301

S}y = 894457432753
S3e = 894440.334

S, =25842911894.50
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S?, =81569146488.325 S2, =2061412415.921 S2, =3353212772.760

S? =41281745.739 %, =133437790.643 S, =894457432.753
S?, =820445636.470 S% =5710998.614 % =894440.334
gy = 78.592 Aoy = 95.170 Aoy = 25.540

Auoos =101.383
Aosor = 27.197
Aosos = 97.164
Aogy =27.197
Aopus = 97.164
Ay = 32.986

Aps = 98.945

Aygps = 54781
Aouy = 35.568
Aosos = 26.629
Aopsy = 35.568
Aopus = 29.629
Ay = 56.855

Apyos = 20.989

Aigos = 29.946
Aguos = 27408
Aosos = 30.089
g = 27.408
Aopus = 30.089
Apygs = 20.582

Apyos = 22.947

oy = 33.003 Ay = 53.483 Ay = 20.243
Ayyps =92.991 Ay = 21.060 Aps =21.721
Aoy = 27.202 Aoy =33.552 Aoy = 27.254

Aoy = 91.426

Ao = 29.596

Ao = 30.728

Ay, =4.587 Ayry = 4.903 Ayrs = 4.499
Aoyra = 8.790 Ayys = 4.599 Ay = 4.691
Ayyyy = 5.591 Ayy = 7.176 Ayyys = 4.004
Ay =8.991 Ayyys = 4.031 Ay = 3.920
Ay = 4.587 Aory = 4.785 Aorys = 4.488
Aoy =8.577 Aopas = 4.585 Apag = 4.709
Ay, = 32.995 Ay, = 55.143 Ay =20.507
Ay = 95.907 Ayyys =21.022 Ayyys = 22.295
Aoz, = 27.199 Azry = 34.542 Azs = 27.330
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Ay = 94.145 Agars = 29.610 Ay = 30.372
Ay = 27.205 Aorsy = 32.598 Aoy = 27.181
Aoyzy = 88.465 Agpss = 29.525 Ao =31.161
Aoz = 4.586 Aoy = 4.675 Aggzs = 4478
Aygss = 8.379 Aygss = 4.577 Aogss = 4.754
P =0.999 .., =0.999 P =0.999
p..; =0.998 ... =0.996 p..c =0.993
A, =61.867 A, =64.014 A, = 60.688
A, =175.191 A, = 69.580 A, =72.980
4., =931.800 A, =1034.072 A, =3806.294

A, =5513.881

A, =383.8584

A, =220.5154
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