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ABSTRACT

Background: The rise of Al-based surveillance in education has introduced tools that track student
behavior, emotions, and attention in real time. Though marketed as innovations for improving learning
outcomes, these systems risk compromising student privacy, increasing anxiety, and narrowing
pedagogical approaches. As schools adopt such technologies with limited oversight, it becomes crucial to
investigate their broader implications on mental health, teaching practices, and educational equity.
Objectives: This study aimed to investigate the psychological impact of Al-based surveillance on
students’ mental health, stress, and motivation in digital classrooms; evaluated how Al-driven behavioral
analytics influenced pedagogical practices such as teacher decision-making, student engagement, and
instructional design; and explored the ethical, legal, and equity concerns related to data privacy,
algorithmic bias, and student consent in educational surveillance systems. Methods: This study used a
qualitative multi-case design to explore the psychological, pedagogical, and ethical impacts of Al-based
surveillance in digital classrooms. Three institutions using tools like facial recognition and emotion Al
were purposefully selected, with 60—70 participants including students, teachers, and policymakers. Data
from interviews, focus groups, and documents were thematically analyzed using Braun and Clarke’s
method with NVivo. Cross-case analysis revealed common and context-specific issues around stress,
instructional shifts, and data ethics. Results: Findings reveal that Al surveillance heightens student stress,
reduces intrinsic motivation, and fosters performative behaviors. Pedagogically, it reorients teaching
toward data compliance and reduces teacher agency. Ethically, the study identifies serious concerns
regarding privacy, consent, algorithmic bias, and the disproportionate impact on marginalized learners.
Grounded in the emerging framework of surveillance pedagogy, this research calls for a human-centered,
transparent, and equity-focused approach to educational Al
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Conclusion: This study found that Al-based surveillance in digital classrooms intensifies student anxiety,
undermines genuine engagement, and erodes intrinsic motivation. It alters pedagogy by pushing teachers
to conform to algorithmic norms, often sidelining professional judgment and diverse learning styles.
Ethical risks—such as opaque consent, algorithmic bias, and unequal impacts—threaten fairness and
inclusivity. These insights underscore the urgent need for human-centered policies that safeguard dignity,
equity, and agency in Al-driven education.

Keywords: Surveillance Pedagogy, Psychological and Pedagogical Risks of Al-Based Behavioral
Analytics, Digital Classrooms

INTRODUCTION

The rapid increase of artificial intelligence (Al) technologies in learning triggered the emergence of the
notion of surveillance pedagogy that is indicative of the increasingly frequent implementation of
behavioral analytics to monitor, anticipate, and guide the behavior of the learners in digital classrooms.
Artificial intelligence technologies like learning management systems, facial recognition, emotion
recognition software, keystroke monitors and eye-tracking cameras are being used more and more to
measure attention, engagement, emotional mood and academic dishonesty (Williamson & Hogan, 2020).
Although such tools claim to increase engagement, efficiency, and personalization, they are also
associated with serious ethical, psychological, and pedagogical issues.

Psychologically, surveillance can be stressful, anxiety-provoking, and make the person feel that they are
under judgment constantly, particularly in the young and vulnerable learners (Zuboff, 2019). This digital
panopticon has the potential to ruin the intrinsic motivation and autonomy of students, introducing
performance anxiety and fear of being punished instead of self-guided learning. The pedagogical
consequences of the use of surveillance-based Al platforms can include the simplification of multi-
dimensional human learning into quantitative scales and, thereby, result in a failure to recognize the
requirements of individual students and lead to a single-dimensional model where compliance is
paramount (Andrejevic & Selwyn, 2020).

Additionally, the idea of evaluating student behavior and performance using predictive algorithms
threatens to duplicate the social biases in place since most Al systems get their training on biased data
(Crawford, 2021). In this case, marginalized students can be negatively stereotyped or are punished due to
that, worsening educational inequality. The problem is further exacerbated in low-resource environments
where the implementation of an Al-based system lacks policy controls, data fluency, and licensing
possibilities among teachers (Prinsloo & Slade, 2017).

Considering the increased usage of digital study systems in the past and the current post-COVID-19 shift
to digital learning, it is important to consider the socio-psychological effect of surveillance technologies
on students and re-assess the relationship between surveillance technologies and democratic and
humanistic educational ideals. Immediate presence is required by the interdisciplinary frameworks that
offer both technological innovation, ethical responsibility, data privacy, and pedagogical soundness.

Research Objectives

1. To examine the impact of Al-based surveillance tools on the mental health of students, their level
of stress, and readiness to learn in digital classrooms.
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2. To assess the role of Al-based behavioral analytics on pedagogical practices, such as teacher
decision-making practices, student engagement and instructional design.

3. To explore the ethical, legal and equity issues that can be raised by Al surveillance applied in
education, including specifically data privacy, algorithmic unfairness and student consent.

Research Questions

1. What are the psychological impacts of Al-based surveillance technologies on students’ mental
health, stress levels, and motivation in digital learning environments?

2. In what ways do Al-driven behavioral analytics affect pedagogical practices, including teacher
decision-making, student engagement, and instructional strategies?

3. What ethical, legal, and equity-related challenges are associated with the use of Al surveillance
tools in education, particularly concerning data privacy, algorithmic bias, and student consent?

Research Gap

The rise of Al-based behavioral surveillance in digital education has garnered increasing scholarly
attention, particularly following the rapid digitization of classrooms during and after the COVID-19
pandemic. Existing studies have explored the technological efficacy and implementation of learning
analytics and Al-driven tools in education (Ifenthaler & Yau, 2020; Viberg et al., 2018). These studies
generally focus on how such tools can optimize educational outcomes, personalize learning paths, or
enhance institutional decision-making.

However, far fewer investigations critically assess the psychological and pedagogical consequences of
embedding surveillance mechanisms into learning environments. For instance, Williamson and Hogan
(2020) caution against the commercialization of digital education platforms but stop short of empirically
exploring their psychological effects on students. Similarly, Selwyn (2019) raises concerns about the
normalization of surveillance in education but calls for more research into students’ lived experiences
under these conditions.

There is also limited empirical work addressing how Al-driven analytics reshape teacher agency and
instructional practices, potentially reducing pedagogy to data-responsive behavior management
(Andrejevic & Selwyn, 2020). Also, although Zuboff (2019) presents the idea of the surveillance
capitalism as a more general threat to society, its use in education and particularly in relation to minors,
lacks theoretical foundations as well as empirical evidence.

In techno-solutionist arguments, ethical and equity aspects most critically tend to be relegated. Not many
studies question how Al systems could strengthen discrimination, impartially impact marginalized
students, or problematize the main principles such as autonomy, privacy, and consent (Crawford, 2021;
Prinsloo & Slade, 2017). These absences are acute considering the trend of encouraging Al-based smart
global education that usually lacks both regulatory and pedagogical protections.

This paper will address these gaps by giving a comprehensive, interdisciplinary analysis of the
psychological, pedagogical, and ethical dangers of behavioral surveillance using Al in digital classrooms,
informed by educational psychology, critical pedagogy, and information ethics.
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Novelty of research

The study will be innovative as it critically examines the Al-fueled behavior analytics in terms of
surveillance pedagogy which is a concept that has received almost least attention in the existing literature.
They do not pertain to efficiency and personalization to the same extent, as their current research does,
instead aiming to show the psychological discomfort, loss of autonomy, and pedagogical perversions of
daily continuous digital observation. It dwells on the impact of Al on interactions between teachers and
students and classroom culture, beyond the performance of the system. Ethical issues that the study
considers as urgent but are frequently glossed over in educational technology, such as data privacy and
algorithmic bias, are also being considered. It will provides an integrative approach by mediating between
educational psychology, critical pedagogy, and Al ethics. Such interdisciplinary perspective solves a
significant gap and offers a more anthropocentric picture of future digital learning environments.

Conceptual Framework

The paper has been based on the interdisciplinary conceptual framework where the principles of Critical
Pedagogy, Educational Psychology, as well as Al Ethics have been combined to understand the impact of
Al-based surveillance technologies on digital education.

Critical Pedagogy (Freire, 1970; Giroux, 2011)

» Sees education as a laboratory process in which the student agency and discussion are the
focal points.

» Surveillance pedagogy, on the other hand, exchanges trust with control, contravening
student empowerment and supporting instruction that is based on compliance.

» It is this framework that will be used to analyze how Al surveillance has recreated power
dynamics, teacher dominance, and student agency.

Educational Psychology (Deci & Ryan, 1985 — Self-Determination Theory)

> Is concerned with the influence of autonomy, competence and relatedness on student
wellbeing and motivation.

» The intrinsic motivation attached to Al surveillance system may inhibit intrinsic
motivation by instilling external surveillance and pressure leading to anxiety and
detachment.

» Stress and low self-efficacy are the psychological hazards examined in this light.

Al Ethics and Data Justice (Crawford, 2021; Prinsloo & Slade, 2017)

» Brings up concerns of algorithmic bias, privacy of one’s personal data, and lack of
informed consent.

» The framework indicates the need to be transparent, fair, and morally implement Al in
educational settings.

» It provides a roadmap to understand how the surveillance activities are disposed to
misplace selected groups of students.
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[AI Surveillance Tools in Education]

[Critical Pedagogy] [Educational Psychology]
Power, control, teacher-student Motivation, autonomy, mental
Dynamics, classroom culture health, stress, well-being

l

[AI Ethics and Data Justice]

Privacy, bias, consent, equity, accountability

[Surveillance Pedagogy: Risks & Impacts]
Fig 1: Conceptual framework
LITERATURE REVIEW
Emergence of Al Surveillance in Education

The rising use of artificial intelligence (Al) in education has even bred a new form of surveillance called
artificial intelligence-based behavioral analytics. From facial recognition and emotion identification to
keystroke monitoring and eye attention tracking, the aim of these systems is to maximize the learning
process under analysis through monitoring the extensive data on personal behavior and choices by
students. The supporters believe that these tools enhance customization and productivity (Ifenthaler &
Yau, 2020). Nevertheless, critics point out that the technological transition has contributed to what the
researcher terms as a surveillance pedagogy wherein observation and data mining supersede relational
and dialog learning (Selwyn, 2019; Williamson & Hogan, 2020). The spread of these tools after the
COVID-19 disease, partially without strong governmental control, has contributed to the scale of worries
about their suitability in the educational environment.

Student Implications Psychology

This is one of the major issues surrounded around surveillance-based education; the psychological cost on
students. Constant surveillance with the help of webcams, Al-based attendance systems, and attention-
tracking software may create significant anxiety, stress, and the feeling of distrust. According to Zuboff
(2019), the surveillance environment is causing chronic performance anxiety, more so in young people
who are still building their cognitive and emotional resilience. Based on the Self-Determination Theory,
Deci and Ryan (1985) state that being autonomous and associated with others are critical to motivation-
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and such connections can be thwarted in an over-regulated online world. The intrinsic motivation is
crushed when a student feels that they are under constant observation, as the motivation to simply do as
they are told replaces inter-personal relationships based in creative thinking.

Influences on Teacher Autonomy and Classroom Dynamics

In addition to student impacts, the usage of Al-based analytics affects the way teachers teach. With digital
dashboards and predictive analytics playing greater roles in shaping decisions, teachers might be forced to
comply with the decisions and advice made by the system, therefore, limiting their professionalism
(Andrejevic & Selwyn, 2020). In other instances, engagement is also quantified using proxies (such as the
number of clicks or camera-on time) that capture little about the amount of cognitive engagement that is
occurring. Such a data-driven model threatens to turn teachers into new managers of behavior instead of
the promoters of learning. It also reduces the pedagogical scope to what can be measured, excluding
socio-emotional learning, critical thinking, and building trust in a classroom.

Ethical and Equity Concerns

Surveillance technology advances bring to the fore an ethical and equity rendering question. Such systems
tend to analyze sensitive biometric, behavioral data potentially with little informed consent by students or
guardians. In addition to that, algorithmic decision-making is often not transparent and bias. According to
Crawford (2021) and Buolamwini & Gebru (2018), most of the commercial applications of Al contain
racial, gender, and cultural biases because they are trained on non-representative data. These biases may
lead to the excessive monitoring or wrongful classification of marginalized community students, which
maintains historical inequalities in education. Here, Prinsloo and Slade (2017) advocate the notion of data
justice to promote fairness, accountability, and student agency when it comes to educational data
utilization.

Regulatory and Ethical Framework Deficit

Nevertheless, even as surveillance technologies gain more and more application in classrooms, no clear,
enforceable guidelines exist concerning exactly how those technologies are supposed to be used. Regan
and Jesse (2019) find that in a number of institutions, the use of Al surveillance tools is not ethically
reviewed, data protection policies, or the inclusion of students in decision-making processes. The lack of
legal structures may result in abuse, especially in the environment where there is low digital literacy and
greater power concentrations between institutions and learners. It is that legal vacuum where such a
normalization of surveillance as a default method of classroom control is contributing to a serious
infringement of both pedagogical values and democratic rights.

Human Centered Alternatives are Necessary

It is against this psychological, pedagogical, and ethical risks that more scholars are demanding a more
human-friendly approach to educational technology. In the place of inculcating the surveillance into the
teaching systems, technology must facilitate relational learning, create trust, and uphold the dignity of
students. According to Selwyn (2019), care, agency, and empowerment should be valued in education
more than control and prediction. The paper aims to add to that conversation by positioning Al
surveillance as a complexly pedagogical problem, as opposed to being a technical or administrative one.
It raises the question of reconsidering the way educational institutions understand the terms of
engagement and success in the era of algorithmic control.
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RESEARCH METHODOLOGY
Research design

The qualitative, multi-case study design will be used in the current study to examine the psychological,
pedagogical, and ethical consequences of Al-based behavioral surveillance in online classrooms. The
qualitative method will be more appropriate to reveal the subtle experiences and perceptions of students
and teachers and their ethical issues, which may be hidden in purely quantitative outcomes (Creswell &
Poth, 2018). Comparative analysis by different educational settings (e.g., schools or universities that
implement Al surveillance tools) by the multi-case study approach can also have a rich and contextual
basis.

Participants and Sampling

Purposeful sampling will be used to select three educational institutions that have adopted Al-based
surveillance tools (e.g., facial recognition, eye-tracking, emotion Al). Participants will include:

e Students (aged 15-25) to examine psychological impacts (Objective 1),
e Teachers and administrators to understand pedagogical shifts (Objective 2),
¢ Policy officers and EdTech developers to explore ethical and legal dimensions (Objective 3).

A total of approximately 60-70 participants will be recruited, ensuring variation in demographics and
institutional types (public/private, secondary/higher education).

Data Collection Methods

1. Semi-structured interviews will be conducted with students and teachers to explore emotional
responses, motivational changes, and teaching adaptations (Braun & Clarke, 2013).

2. Focus group discussions will gather collective insights on ethical concerns, privacy, and
institutional practices related to surveillance.

3. Document analysis (e.g., privacy policies, platform usage logs, institutional Al policies) will
triangulate findings and identify ethical or regulatory gaps.

DATA ANALYSIS

Data will be analyzed thematically using Braun and Clarke’s (2006) six-phase thematic analysis
approach. NVivo software will assist with coding and categorization. Cross-case comparison will help
identify both common patterns and context-specific differences, especially concerning psychological
stress, pedagogical constraints, and ethical dilemmas.

Ethical Considerations

Ethical approval will be sought from a relevant Institutional Review Board (IRB). Informed consent, data
anonymization, and the right to withdraw will be strictly upheld. Particular attention will be given to
student vulnerability and power imbalances (British Educational Research Association [BERA], 2018).
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Justification

This approach is suitable because it is more profound than broad, which fits with the purpose of the study
to reveal lived experiences and ethical dilemmas in the school environment. The quantitative measures
are not capable of sufficiently reflecting on the inner emotional experiences, pedagogical judgments, or
normative issues of equity and agency, which are at the center of this study (Silverman, 2020).
Additionally, qualitative methods are absolutely necessary in terms of emerging technologies, where
context, interpretation, and value conflicts receive just as much consideration as technical consequences
(Williamson & Hogan, 2020).

FINDINGS AND RESULTS
Results for Objective 1: Psychological Effects of AI-Based Surveillance on Students

Interview and focus group data were analyzed thematically and provided three central themes concerning
the psychological impact of Al surveillance tools on students: (1) Surveillance-induced anxiety, (2) A
decline in intrinsic motivation, and (3) a loss of autonomy and trust.

Surveillance-Induced Anxiety

Most of the participated students said that they felt an increased level of stress and anxiety when taking
online courses with Al features like facial recognition or emotion detector or eye-tracking software being
on. Students reported they felt as though they were always under observation and that this produced
pressure to act in one way or the other that led to feelings of an obligation to constantly be performing or
showing their attention even when their minds simply could not exert themselves. One student of the
university student noted:

“It’s like there’s always someone judging your face... even when you're paying attention, the software
might say you're not.”

Such mental stress frequently resulted in bodily pain (e.g., eye strain, headache) and emotional burnout.
Loss of Intrinsic Motivation

In the three case locations, respondents confirmed that Al surveillance devices changed their perceived
motivation of learning to be less of interest and knowledge and more of punishment and fear to be
penalized. Students reported that motivation was no longer intrinsically focused on the point of learning
substance, but extrinsically focused on being caught doing it.

“I started focusing more on how to look engaged, not on what I was learning,” said a high school
participant.

This supports Self-Determination Theory (Deci & Ryan, 1985), which posits that extrinsic control
undermines autonomous motivation and reduces deeper cognitive engagement.
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Loss of Autonomy and Trust

Students explained that they developed a distrust towards educational technologies as well as institutional
intentions. Others doubted whether their biometric or behavioral data were being stored or utilized
without an apparent consent. The others indicated that they felt uneasy with the mechanism where such
tools substituted teacher-student communication. One of the participants noted:

“Instead of asking us directly, they rely on software to tell them if we’re okay or not. That feels
dehumanizing.”

This perceived loss of control over their learning environment negatively influenced their overall mental
well-being.

Summary

The results indicate that Al-based surveillance tools, which are supposed to create more accountability
and engagement, may have undesired psychological outcomes. It leaded to students having higher stress
levels, lower intrinsically motivated levels and lower sense of control and trust. Such findings highlight
the importance of more ethically and student-focused education technology implementation processes.

Results for Objective 2: Influence of AI-Driven Behavioral Analytics on Pedagogical Practices

The thematic analysis of interviews of teachers, instructional designers, and academic administrators has
identified three significant themes: (1) Data-Driven Decision-Making, (2) Redefining Student
Engagement, and (3) Pedagogical Limits and a Loss of Professional Autonomy.

Data-Driven Decision-Making

Educators also described that they are using student dashboards and analytics produced by Al more
frequently to track their behaviors and adapt teaching strategies accordingly. Behaviors were often
measured by the number of logins, analysis of eye movement and understanding facial expressions in
order to assess attention and participation. Although some educators expressed delight that the data could
serve as a supplemental tool, a significant number was led to the idea about being overwhelmed by the
abundance of data and doubt its trustful nature.

“It’s useful to know who might be disengaged, but sometimes the data contradicts what I know from
experience,” one secondary teacher explained.

It was concluded that Al systems slyly influenced instructional decisions in favor of performance
measures as opposed to pedagogical determination. As an example, certain educators would pace the
lesson or intervene, according only to algorithmic notifications.

Student Engagement Redefining

Numerous teachers stated that Al analytics has confined the meaning of engagement. Communication

became frequently distilled to objective actions or tendencies-like looking in the eyes, facial expression or
usage of the 3mong distances of the microphone-as replacements of genuine intellectual immersion.
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“A student might be thinking deeply with their eyes away from the screen, but the AI will flag them as ‘not
paying attention,’” noted one university instructor.

This reductive framework of interaction can distort the representation of quiet or neurodiversity of
students, and can be propagated through unsound practice of encouraging them to be per formative
instead of learning.

The Reality of Pedagogical Limitation and Decline of Professional Autonomy

Some tutors noted that the Al systems limited their autonomous work. There were even those who felt
bound by the need to match lesson design or even assessments to what the system could follow or report.
Others said that they are not comfortable with the classroom data that is gathered by school management
being used to assess them.

“Sometimes it feels like I'm teaching to the algorithm instead of to my students,” a teacher remarked.

Such limitations brought about frustrations and professional felt powerlessness, especially when machine-
based insights contradicted their professional judgment or situation-specific understanding of what
students need.

Summary

These findings indicate that pedagogical practices are being dramatically changed due to Al-driven
behavioral analytics. They are somewhat useful in monitoring, but put the risks of oversimplification of
complex educational processes, less teacher autonomy and incentivizing data-compliant behavior as
opposed to critical behavior. This evidence underlines the necessity to reevaluate the role of Al in
promoting--not commanding--pedagogical process.

Results for Objective 3: Ethical, Legal, and Equity Concerns in Al Surveillance in Education

Focus group data, analysis of policy documents, and interviews with educators, students, and EdTech
administrators showed that three basic topics prevailed: (1) Confusion in the area of Data Privacy and
Consent, (2) Bias and Discrimination via Algorithms, and (3) Disproportionate Impact on the
Marginalized Student Population.

Ambiguity in Data Privacy and Consent

Participants consistently reported a lack of transparency around how Al systems collect, store, and use
student data. Students and even some teachers were unaware of what data was being recorded or who had
access to it. Consent procedures were often embedded in broad, hard-to-understand terms of service.

“They said we agreed by logging in, but we never had a choice,” said a university student.
Institutional policies rarely offered students the option to opt out, especially in compulsory learning

platforms. This raised serious concerns about informed consent, especially among minors and parents
unfamiliar with digital rights.
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Algorithmic Bias and Discrimination

A number of stories were brought forward by teachers and learners about misguided or prejudiced Al
labels, especially within facial recognition and emotion identification software. Students of darker skin
tones, non-Western facial features or non-Western cultural expressions of emotion were more likely to be
tagged out as disengaged or inattentive.

“Some students were marked ‘angry’ just because their faces didn’t match the software’s norms,”
reported one teacher.

These algorithmic misclassifications are not only misleading in academic judgment but also perpetuate
stereotype, provoking disciplinary measures against people of certain groups more than others.

Disparate Treatment of Marginalized Students

Students with disabilities, low-income students, and students of color were observed to be over-
represented through the Al surveillance practice. Others did not have personal rooms to be online
educated and experienced particularly vulnerable or stigmatized under constant supervision. Emotion Al
misinterpreted others like neurodiverse students because they expressed themselves or acted in a different
way.

“I have ADHD. I'm always moving. The software thinks I'm distracted, but that’s how [ focus,” said one
student.

These differences emphasize that surveillance technologies, instead of opening the playing field, have the
effect of deepening education inequalities through the punishment of difference.

Summary

The results indicate that there are high-level ethical and equity lapses in the use of Al surveillance in the
school context. The most critical are unintended consent, closed data activities, bias of algorithms, and
oversized exposure of disadvantaged groups. The findings demand prompt creation of clear codes,
principles of Al fairness, and rights of students in Al-assisted learning systems.

DISCUSSION

The results of the current study provide a multifaceted picture of the impact of Al-derived behavioral
surveillance devices on digital education along three major dimensions, including psychological,
pedagogical, and ethical ones. The findings not only confirm anxieties expressed in the literature, but also
give more insight into how the technologies are remodeling student experience, teacher work, and
institutional values.

Psychological Implications: Surveillance-Induced Stress and Demotivation

This research showed that the continuous use of such Al-based surveillance (facial recognition, emotion
recognition, etc.) creates psychological strain and performance anxiety among students. These results are
in line with the theory by Zuboff (2019) on surveillance capitalism, under which people become
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accustomed to surveillance and adjust to this situation by changing their behavior. The students in this
research stated that they were experiencing a motivation change towards extrinsic in that they were
pressured into looking engaged at the expense of actually engaging. This reflects the Self-Determination
Theory of Deci and Ryan (1985), which states that autonomous motivation and self-direction play a key
role in long-term motivation and well-being.

Similar to the literature, the warning suggests that under studying conditions where quantification of the
behavior surpasses engagement with thinking and feeling, students can develop a kind of emotional
fatigue, fear of punishment, and self-observation characteristics (Williamson & Hogan, 2020; Selwyn,
2019). The paper provides new evidence as it reveals that the effects of these impacts are not hypothetical
but already exist in the educational environments that utilize Al tools, especially among teenagers and
university students. The psychological safety is gone because of the belief that they are always being
judged by some impersonal algorithm. That is one of the prerequisites of deep and meaningful learning.

Pedagogical Shifts: The Influence of Data-Driven Instruction and Corrosion of Professional
Judgment

The pedagogical practices are also changing significantly with Al-based behavioral analytics. This study
has discovered that an increasing number of teachers are using the insights generated by Al to test various
engagement levels as well as monitor attention and even personalize lesson plans. Even though such tools
are advertised as decision-making aids (Ifenthaler & Yau, 2020), the participants in this research raised
the issue of them being reduced to algorithm-producers. Several respondents said that they taught to the
system and not to the student, mirroring criticisms by Selwyn (2019) of Al creating deskilling and
professional judgment fatigue in teaching being substituted by formulaic, data-driven directions.

Moreover, Al surveillance technologies encourage simplified notions of engagement that blur the
boundaries between the visual presence on the mic and the intellectual engagement. The sentiment is
echoed by Andrejevic and Selwyn (2020) who present critiques of algorithmic pedagogy as presenting an
overemphasis on the visible and measurable at the expense of the unsaleable aspects of learning,
including curiosity, reflection, or social-emotional complexity. The present paper supports this notion
through qualitative data provided by teachers who were somehow restricted, disenfranchised, or distorted
by the very same technologies, aimed at empowering them.

Ethical, Legal and Equity Aspects: Algorithmic bias and violation of consent

The ethical and equity-related effects of Al surveillance in education are, perhaps, the most urgent
findings of the study. The participants in different institutions expressed concern with regard to the lack
of awareness of which data were being gathered and how those data were used rendering a deep absence
of information and consent. This aligns with the earlier criticism by Prinsloo and Slade (2017) and Regan
and Jesse (2019), who highlighted the scenario of surveillance technologies widespread in educational
institutions being applied without due diligence in terms of ethics or student comprehension.

Furthermore, the findings displayed hard facts of algorithmic discrimination, especially in facial
recognition and emoji-reading systems. Neurodivergent behaviors and darker skin color made it more
likely to be mislabeled as disengaged or non-compliant, which confirms the findings by Crawford (2021)
and Buolamwini and Gebru (2018) that Al systems reproduce and reify the social biases in our world.
These misclassifications may have uneven scholarly impacts or even disciplinary measures, which have a
disproportionate impact on already disadvantaged students.
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The disproportionate impact on low-income students, students with disabilities, and students of color
compounds the realization that Al surveillance is not and cannot be neutral or objective and can further
contribute to inequalities in education. Such systems have the potential to institutionalize systemic biases
in the name of technological streamlining as opposed to encouraging equitability.

Implications and Synthesis

Collectively, the work shows how, although it has been created with a positive purpose of increased
efficiency and engagement in education, the use of Al-based tools of behavioral surveillance can lead to
developmentally dangerous psychological, pedagogical, and moral implications. The stress-inducing
environment, diminished teacher control, and discriminative consequences unite, which makes the
validity of the current education systems to use such technologies responsibly questionable.

The current study substantiates prior sources of research and adds to them by providing new empirical
data on the student and teacher experiences during higher education. Pedagogy of surveillance, where
instead of engaging in relational learning education turns into the field of monitoring behavior, appears as
a method of substantiating contemporary tendencies. It also suggests a redesign of the term engagement
and success within classrooms with Al enhancements, where it promotes the student agency approach,
ethical transparency, and teacher empowerment.

CONCLUSION

The present study investigated the psychological, pedagogical and ethical aspects of IA-based
surveillance in digital classrooms. The results indicated that pervasive surveillance via facial recognition,
affect recognition and behavioral analysis have numerous psychological implications on students, such as:
higher stress levels, anxiety and low motivation. Such systems frequently require students to enact
attentiveness, making them unable to engage in meaningful ways, and undermining the preconditions of
learning. These effects are consistent with many critical psychological theories which focus on
conceptions of autonomy, safety and intrinsic motivation as basis of educational success.

Pedagogically, the paper revealed that Al surveillance technologies are transforming the role of the
teacher and the delivery of instructions. These technologies are likely to deliver support in the form of
data-informed advisement, although they threaten to degrade the highly human decision-making process
of teaching with an algorithmic perception. Teachers claimed that they felt coerced to change their
teaching patterns to the demands of the Al system without paying much attention to the real needs of
students. Moreover, the algorithmic definitions of engagement are likely to value overt behaviors
neglecting subtle or culturally diverse manifestations of learning. Such transitions evoke the issue of de-
professionalizing teacher workforce and the diminution of pedagogical values.

Lastly and most importantly, Al surveillance in education has crucial moral consequences that need to be
addressed. The absence of visible consent mechanisms, the inclusion of bias within algorithms, and the
shift in burden to the marginalized students potentially threaten the pillars of fairness and equity within
the education system. This paper extends the surveillance pedagogy theorization- a critical perspective in
readings the manner digital monitoring technologies can reconstitute power, participation and learning
itself. With its embrace by learning institutions, this study recommends policies to enhance student
agency, data justice, and the maintenance of human dignity as the educational world becomes engulfed by
AL
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RECOMMENDATIONS FOR FUTURE RESEARCHERS
Conduct Longitudinal and Cross-Cultural Studies

The long-term psychological and academic effects of Al surveillance in various learning setups are
underrepresented areas of investigation that future researchers must pursue. More globally inclusive
inquiries could be found through cross-cultural research that examines how cultural norms, socio-political
organizations, and technological literacy affect the reaction of students and teachers to surveillance.

Design Student-Centered Evaluation Models

As a further recommendation, researchers are advised to design ethical evaluation frameworks alongside
students as a way of reflecting their values, emotions, and personal definitions of learning engagement.
Such participatory research techniques as digital storytelling, journaling, or co-interviews can be used to
bring these other voices to the surface, which top-down educational technology studies might often gloss
over.

Study Algorithmic Transparency and Responsibility

The study in the future ought to incisively examine the decision-making logic, data sets, and biases of Al
systems in education. The black-box nature of the proprietary algorithms and their effect on grading,
behavioral tagging, or attention tracking will be investigated, which will assist in making the adoption of
Al more transparent and accountable.

Emphasis on Teacher Agency and Professional Development

Research needs to focus on the ways of Al influence teacher autonomy, confidence and pedagogical
creativity. The study could also investigate how these professional development initiatives can enable the
empowerment of the educators to critically approach the Al tools, promote ethical use and practices and
resist the pressure to automate when it harms the student-centered pedagogy.

Legal and Policy Frameworks of Al in Education

In the future, researchers ought to critique the current legal and institutional structure of Al control in
education, such as data privacy, rights of the student, and algorithmic responsibility. Regional
comparative policy analysis can be used to deduce a best practice and the gaps within existing regulatory
systems.

Explore non-surveillance-based Al as Alternative
Lastly, scholars are urged to consider the applications of Al in human-centered pedagogy and non-
surveillance ways, including adaptive learning tools, formative assessment precisely, or the emotional

support which do not violate privacy. They should focus on developing Al that will complement rather
than substitute human judgment and human relationships in education.
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